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Dust storms are a severe form of air pollution that poses significant threats to the 

environment and human health. To deal with this phenomenon, it is crucial to 

comprehend the mechanisms accountable for dust generation. This can be achieved 

by utilizing machine learning in dust source susceptibility mapping. Although dust 

activities vary spatiotemporally due to the constantly changing atmosphere, few 

papers have addressed dust source susceptibility mapping considering Earth system 

frameworks such as wet and dry periods. Also, while optimizing hyperparameters is 

crucial for improving machine learning performance, many studies have neglected 

this aspect in this particular application. To address this research gap, the objective 

of this study was to create a framework for mapping the susceptibility of hazardous 

hotspot dust sources (HDS) during wet and dry periods (based on the changes in 

water bodies) using a fine-tuned random forest (RF) model with teaching learning-

based optimization (TLBO) and student psychology based optimization (SPBO) 

optimizers. To achieve this, the study analyzed 10,392 identified HDS, along with 

various environmental influential factors between 2000 and 2020 in the transnational 

shared Tigris-Euphrates Basin, which is a significant source of dust in the Middle 

East and globally. The results showed that RF-TLBO performed slightly better than 

RF-SPBO, with an average mean absolute error (MAE) of 0.146, average root mean 

squared error (RMSE) of 0.194, and average Willmott index (WI) of 0.761, 

compared to RF-SPBO's average MAE of 0.148, average RMSE of 0.195, and 

average WI of 0.757. The TLBO tuned RF with a lower number of trees and a lower 

maximum depth value, making it a simpler model. We utilized RF-TLBO and 

observed more areas that are more susceptible to hazardous dust sources during dry 

periods, confirming the meaningful relationship between wet and dry periods and 

hazardous dust susceptibility. Higher susceptibilities were found near water bodies 

and marshlands, indicating the significant impact of fluctuating water bodies on the 

generation of hazardous dust sources. The Gini index results also show that 

vegetation cover, elevation, wind speed, and soil texture have a high impact on land 

susceptibility to be a hazardous dust source. 
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1. Introduction 
The world meteorological organization (WMO) defines dust storm among the most severe forms of air 

pollution, reducing horizontal visibility to less than one kilometer [60]. Dust storms have been 

identified as significant threats that cause considerable harm to climate [29], human health [31], 

quality of life [41], plant phenology [10], and infrastructure [40], ranging from local urban to 

continental, and from minutes to several years. Dust storms are prevalent in arid and semi-arid areas 

where precipitation is low and evaporation is high [23, 35].  The Middle East is a major source of dust 

storms globally, contributing over 20% of total worldwide dust emissions [8, 24]. Additionally, due to 

the Middle East's susceptibility to severe drought and climate change, occurrences of dust storms in 

the region have experienced higher frequencies and intensities in recent years [40]. Tigris-Euphrates 

Basin (TEB) has emerged as a source of dust in the Middle East because of recurring drought periods 

[40]. Additionally, a variety of natural and human factors, such as drought [5], heightened water 

consumption [26], deforestation [4], excessive farming [21], and water resources manipulations like 

dam construction [26] may amplified this issue in TEB. As a result, these new generated dust sources 

are expanding and impacting the neighboring nations. For example, Al-Taei et al. (2023) identified 

three primary regions in the eastern and southeastern parts of Iraq, northwestern Iraq, and eastern Syria 

where LULC change were severe and dust storm emissions were highly likely. 

It is crucial to anticipate the susceptibility of the TEB to dust storm formation, taking into account 

spatiotemporal variability, and to gain understanding regarding the mechanisms responsible for dust 

generation [40]. Various factors including soil characteristics, meteorological conditions, wind regime, 

vegetation cover, hydrological condition, and morphological features influence dust source formation 

[40, 57]. Hence, dust source susceptibility mapping is a challenging procedure as it requires 

understanding the complex interrelationships among driving factors [6, 28]. 

Machine learning is a procedure for building phenome behavior models, since machine learns 

relationships between dependent and independent variables. Machine learning has proven effective for 

mapping dust storm sources' susceptibility through different conditioning factors. Various machine 

learning algorithms including support vector machine [11], multivariate adaptive regression spline 

[46], classification tree analysis [28], artificial neural network [13], random forest (RF) [11], Naïve 

Bayes [11], generalized linear model [28], flexible discriminant analysis [13], and logistic regression 

[46] have been applied for dust source susceptibility mapping, and the literature [28, 46, 58] 

acknowledges the RF as a more practical method in comparison to other algorithms. RF adopts 

ensemble learning techniques, improving interpretability and accuracy, making it an efficient data 

model for spatiotemporal studies. 

However, one of the main limitations of RF is fine-tuning the hyperparameters [50]. To optimize 

machine learning algorithms, adopting meta-heuristic algorithms is an efficient approach [66]. Meta-

heuristic algorithms are decentralized and self-organizing methods that utilize team intelligence to 

solve complex problems. They facilitate efficient exploration of the search space and provide near-

optimal solutions. The integration of RF and meta-heuristic methods has been explored, and the results 

have shown that it can improve modeling outputs [34]. Compared to other meta-heuristic algorithms, 

literature [33, 64] has introduced two more practical methods for improving machine learning: student 

psychology-based optimization (SPBO) and teaching learning-based optimization (TLBO). SPBO 

does not require tuning parameters, simplifying computational experiments [45], while TLBO is 

simple, easy to describe and implement [37]. 
Few studies have focused on optimizing the hyperparameters of RF for mapping the susceptibility 

of hazardous dust sources. Meanwhile, though regional transitions to dry periods can significantly 

increase susceptibility to dust storms [40], there has been limited research on dust source susceptibility 

mapping considering wet and dry periods. To address this research gap, this study aimed to detect 

susceptible hazardous HDS in the TEB during wet and dry periods (based on the changes in water 

bodies) from 2000 to 2020. The study seeks to create susceptibility dust emission map utilizing the 

improved RF by meta-heuristic algorithms of TLBO and SPBO, and to link changes in susceptibility 

between the periods to various influential factors using the Gini index. These all can aid policymakers 

in pinpointing susceptible regions and enacting appropriate mitigation measures against dust formation 

in the TEB.  
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2. Material and Methods 
2.1. Study area 

TEB is a transboundary river Basin covering an area of 879,000 square kilometers in the Middle East 

(Figure 1). It is located between 36° 41' and 52° 8' east longitude and 27° 13' and 40° 23' north 

latitude, with most of it situated in Iraq and smaller portions in Iran, Turkey, and Syria, as well as 

northern Saudi Arabia and Kuwait. Since the 1980s, TEB has been a significant source of dust [16]. 

Most of the dust originates from Iraq, the lowlands of southwest Iran, and the countries surrounding 

the Persian Gulf [29, 52]. 

 
Fig. 1. The Tigris-Euphrates Basin study area 

2.2. Hotspot dust sources 

A total of 10,392 HDS were identified in the TEB region between 2000 and 2020 

https://data.mendeley.com/datasets/7937gn7g8c/1 [17]. The majority of these dust occurrences, 

approximately 70%, took place between March and August. The HDS were classified into very high 

(1), high (0.8), moderate (0.6), low (0.4), and very low (0.2) hazardousness levels by calculating the 

frequency, intensity, and continuity of dust events. 

Changes in lakes and wetlands are influenced by both climatic conditions and human activities, 

such as irrigation, agriculture, and upstream water management strategies [40]. As water bodies 

decrease, previously moist or vegetated surfaces become exposed to wind erosion, which increases the 

likelihood of dust storm events [18]. Darvishi Boloorani et al. (2021) identified two wet periods 

(2005−2007 and 2013−2020) and two dry periods (2000−2004 and 2008−2012) in the TEB based on 

changes in the lakes and marshland areas. During the dry periods, the areas of water bodies decreased 

by 31% and 33%, respectively. These four periods were considered for modeling dust source 

susceptibility under different wet and dry conditions. 

2.3. Conditioning factors for dust source formation 

The initial step in dust source susceptibility mapping is to identify the conditioning factors that lead to 

increasing dust generation. The literature has indicated that the formation of dust sources is primarily 

influenced by a combination of meteorological factors, topographic features, and surface conditions 

[11, 15, 43, 54, 63, 67]. In this study, we selected several input factors that include hydro-

climatological factors (wind speed and precipitation), morphological factors (elevation, slope angle, 

slope aspect, plan curvature, and profile curvature), soil characteristics (soil texture), and vegetation 

cover (vegetation index). 

https://data.mendeley.com/datasets/7937gn7g8c/1
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2.3.1. Hydro-climatological factors 

Wind and precipitation are two primary factor in the formation of dust sources. Wind creates the 

necessary force to dislodge soil particles. Strong winds exert pressure on the ground, causing soil 

particles to be lifted into the air [39-40]. Additionally, the moisture in the soil, derived from 

precipitation in the active aeolian layer, impacts dust emission by increasing the cohesiveness of the 

soil, which can prevent dust emission [42]. To account for the influence of wind speed and 

precipitation, we utilized famine early warning systems network land data assimilation system 

(FLDAS) dataset [36] and calculated the median near surface wind speed and average total 

precipitation rate. FLDAS dataset has a spatial resolution of about 11 km. 

2.3.2. Morphological factors 

Morphological factors have a significant impact on climatic conditions, drainage networks, water 

distribution, vegetation cover, and soil characteristics [7, 44]. These factors, in turn, affect soil erodibility 

[25]. To analyze these factors, we used the NASA-DEM digital elevation model [2] with a spatial 

resolution of 30 m in Google Earth Engine platform. Then, we processed the DEM using ArcGIS Pro to 

obtain morphological factors including slope angle, slope aspect, plan curvature, and profile curvature. 

The slope angle is the main factor that affects groundwater feeding, infiltration, runoff, and water 

movement speed [49]. Additionally, the slope aspect significantly impacts soil water content as it 

controls various hydrological processes, including precipitation direction, physiographical trends, and 

snow melting [44]. Plan curvature is associated with flow convergence and divergence, while profile 

curvature represents the maximum slope aspect direction and primarily impacts surface flow speed [3]. 

These components collectively influence the susceptibility of soil to become a dust source by 

regulating the stability of soil particles and their capacity to be transported by wind. Figure 2 illustrates 

the location maps of morphological factors applied in modeling. 

2.3.3. Soil characteristics 

Soil characteristics significantly impact soil erodibility to wind and determine the extent of 

susceptibility to dust source generation. Soil texture is closely linked to the source and spread of dust 

storms [40]. Soil texture containing fine particles is a prerequisite for an area to become a dust source. 

Additionally, disturbed soil structure can lead to increased dust emissions due to the increased 

susceptibility of topsoil particles to wind erosion [56]. The soil texture map of TEB was obtained 

using Open Land Map Soil Texture Class (USDA System) [27] and includes twelve classes with a 

spatial resolution of 250 m (Figure 2).  

2.3.4. Vegetation index 

Vegetation cover influences the generation of dust sources by directly reducing the exposed bare soil, 

thereby suppressing dust emissions, and by acting as a major roughness element, consuming some of 

the wind momentum and increasing surface drag, further reducing dust emissions [61]. To apply the 

influence of vegetation cover to dust source susceptibility, we used the normalized difference 

vegetation index (NDVI). NDVI is a widely used vegetation index ranging between -1 and +1. 

Negative NDVI refers to water bodies, values close to +1 represent dense vegetation, and values close 

to 0 refer to bare land or built areas [40].  

We applied the median NDVI values from March to August obtained from the MOD13Q1.061 

Terra Vegetation Indices for the studied periods (Figure 2). This dataset contains vegetation indices at 

16-day intervals with a spatial resolution of 250 m. 

2.4. Methodology 

This study comprises five main steps (Figure 3): (1) identifying the location of HDS and non-HDS 

points (based on the previous work) and dividing them into wet and dry periods, (2) determining 

influential factors on dust source formation according to the literature, (3) identifying possible 

collinearity relationships between independent variables by variance inflation factor (VIF) and 

tolerance coefficient, (4) modeling dust source susceptibility by integrated meta-heuristics-RF model 

and determining the primary conditioning factors by Gini index, and (5) validating the results by root 

mean squared error (RMSE), mean absolute error (MAE), and Willmott index (WI) metrics. 
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Fig. 2. Location maps of applied conditioning factors for dust source formation 

 
Fig. 3. Methodology of the study 
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2.5. Methods 

2.5.1. Random forest modeling 

RF is an ensemble machine learning algorithm that combines a set of decision trees for modeling. The 

decision tree, which serves as the base estimator for RF, is simple, practical, and fast, but it is prone to 

overfitting. A small change in the architecture of a decision tree can improve its outcomes greatly. 

Accordingly, RF is composed of a series of randomly generated decision trees. RF modeling starts 

with dividing samples into a random training group (the in-bag) and a random validation group (the 

out-of-bag). Next, base decision trees are prepared using 'bootstrap samples' taken randomly from the 

dataset. Finally, the final prediction is generated by averaging (in regression problems) or voting (in 

classification problems) between all trees. To improve RF performance, it is important to reduce the 

correlation between base decision trees and enhance their performance [22].  

2.5.2. Teaching learning-based optimization 

TLBO is a meta-heuristic algorithm introduced by Rao et al. (2011). It emulates the effect of a teacher 

on the students utilizing a population-based technique. The task consists the 'Teacher phase' and the 

'Learner phase'. The first phase simulates a teaching process, while the second phase enhances 

learners' knowledge through their interaction. TLBO has gained popularity due to its fast convergence, 

lack of specific algorithm parameters, and simple implementation [48, 62]. The phases for the teacher 

and learner are defined as follows: 

Teacher phase: The teacher improves the class level by transferring knowledge to learners. 

Assuming there are n students in the classroom, with an average grade of Mi for exam i, and the 

highest grade (𝑋𝑇,𝑖) belonging to the best learner who is acting as the teacher. The difference between 

the classroom's average grade and the highest grade is calculated as follows [51]: 

,( ) i i T  i F iDiff r X T M  (1) 

The variable 𝑟𝑖 represents a random number between 0 and 1. The teacher factor 𝑇𝐹, is associated 

with teaching quality and can be either 1 or 2. 𝑇𝐹 is determined as follows [51]: 

  [1 0,1 2 1 ]  FT round rand    (2) 

Using the 𝐷𝑖𝑓𝑓𝑖, the new grade of student j in iteration i is expressed as follows [51]: 

, , '
j  i j  i iX X Diff  (3) 

The new and old grades of student j in iteration i are represented by 𝑋𝑗,𝑖
′  and 𝑋𝑗,𝑖, respectively. The 

higher grade between the two will be used in the learner phase. 

Learner phase: Successful students help others to improve. This obtains through collaborative 

efforts such as group assignments, which facilitate a better understanding of course materials beyond 

what is taught by the instructor. Assuming two randomly chosen students, A and B, the manner in 

which they assist each other can be described as follows [47, 51]: 

 

 

, , , , ,

,

, , , , ,

   


 
  



' ' ' ' '
A  i i A  i B  i A  i B  i

''
A  i

' ' ' ' '
A  i i B  i A  i B  i A  i

X r X X           if X X
X

X r X X           if X X
 (4) 

If 𝑋𝐴,𝑖
′′  is superior to 𝑋𝐴,𝑖

′ , it will proceed to the next iteration. Otherwise, 𝑋𝐴,𝑖
′  will proceed to the 

next iteration. 

2.5.3. Student psychology based optimization 

SPBO is a meta-heuristic optimization algorithm developed by Das et al. (2020). This method is 

inspired by human psychology and helps students achieve the highest scores to excel in their class. 

This requires obtaining higher grades than others, which can be accomplished by putting in more 

effort across all subjects. However, students' abilities, efficiency, and interests vary, resulting in 

differing levels of performance. Typically, students can be classified into four groups based on their 
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subject-specific performance: Best students, Good students, Average students, and those who 

randomly attempt to improve [19]. 

Best student: The student with the highest overall scores is considered the best. To maintain this 

rank, best student strives to achieve the best scores in all subjects. This requires more effort than others 

[19]. The progress of the best student can be measured as follows: 

 1 ( )    
k

bestnew best best jX X rand X X  (5) 

𝑋𝑏𝑒𝑠𝑡 represents the highest grade, 𝑋𝑗 is the grade of the jth student in a random subject, k is a 

random parameter (either 1 or 2), and rand equals to a random number between 0 and 1. 

Good students: Good students strive to excel in their preferred subjects, thereby enhancing their 

overall performance. Due to the diversity of psychological traits, good students are chosen at random. 

To become the best student, some students try to exceed or meet the efforts of the best student [19]. 

This category of students is described as follows: 

( )   newi best best iX X rand X X  (6) 

Simultaneously, some students aim to exert more effort in their studies than the average students 

and emulate the efforts of the best student. This can be explained as follows: 

     newi best iX X rand X X rand  (7) 

In this equation, X represents the average class grade for a specific subject, while i represents the 

score obtained by the ith student in that same subject. 

Average students: If students are not particularly enthusiastic about a subject, they may only put 

in average effort. This average effort in a subject may prompt them to put more effort into other 

subjects. This group of students the average students in each subject [19]. The selection of these 

students is random and depends on their psychology as follows: 

    newi i mean iX X rand X X  (8) 

where 𝑋𝑚𝑒𝑎𝑛 represents the class average grade for a subject, and i represents the grade of the ith 

student. 

Students who try to improve randomly: Some students improve their grades by putting in 

varying levels of effort across different subjects. This approach involves putting a random amount of 

effort into each subject to increase their overall scores, as described as follows [19]: 

    newi min max minX X rand X X  (9) 

where 𝑋𝑚𝑎𝑥 and 𝑋𝑚𝑖𝑛 represent the highest and lowest possible grades for the subject, respectively. 

2.5.4. Multicollinearity analysis 

High correlation between two or more modeling features can invalidate a regression model. 

Multicollinearity is a criterion that helps detect collinearity relationships in a dataset. The VIF and 

tolerance coefficient measure multicollinearity for regression models. The tolerance coefficient ranges 

from 0 to 1; the higher the value, the lower the collinearity. If a dataset has a VIF value greater than 5 

and a tolerance value less than 0.1, it may indicate the presence of multicollinearity [53]. 

2.5.6. Validation 

The study employed RMSE, MAE, and WI as validation methods. RMSE and MAE are commonly 

used metrics for prediction error, with RMSE being sensitive to large errors and outliers, and MAE 

indicating the average prediction error. Both measures range from 0 to 1, with higher values indicating 

higher prediction error [30]. The calculation of RMSE and MAE is as follows: 

2
i

1

1
ˆRMSE ( )



 
n

i

i

x x
n

 (10) 
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i

1

1
ˆMAE
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i

i

x x
n

 (11) 

where n is the number of samples, 𝑥𝑖 represents the actual value, 𝑥�̂� is the predicted value, and �̅� 

represents the mean of all actual values. 

WI is a standardized measure that indicates the degree of model prediction error, ranging between 0 

and 1. It shows the ratio of the mean square error to the potential error, with higher values representing 

better agreement between model predictions and observations [59] as follows: 

2
i1

2
i1

ˆ( )
WI 1

ˆ( )






 

  





n

ii

n

ii

x x

x x x x
 (12) 

3. Results and Discussion 
Table 1 summarizes the results of the multicollinearity analysis. The VIF values for all independent 

factors, except precipitation and wind speed (2000-2004), were less than 5. This indicates that 

precipitation could contribute to multicollinearity and removing it could help improve the accuracy 

and stability of the regression model. Therefore, we removed the precipitation variable, and all other 

independent factors were used in the modeling process. 

Table 1. Multicollinearity analysis 
Independent variables 2000−2004 2005−2007 2008−2012 2013−2020 

Wind speed 6.3 2.8 2.5 2.7 

Precipitation 7.8 8.0 7.7 7.2 

Elevation 3.0 2.8 3.0 2.9 

Slope angle 2.1 1.9 1.9 2.0 

Slope aspect 1.0 1.0 1.0 1.0 

Profile curvature 1.3 1.3 1.3 1.6 

Plan curvature 1.3 1.3 1.3 1.5 

Soil texture 1.5 1.6 1.4 1.5 

NDVI 2.4 2.3 2.4 2.7 
 

The database was constructed with 10,392 HDS points and an additional 10,392 non-HDS points 

(absence locations) were selected and added at the regional level with a hazardousness level of 0. The 

database was then divided into 80% training samples and 20% validation samples. Each sample 

consisted of nine independent variables, which were conditioning factors for dust source formation, 

and one dependent variable, which was the hazardousness level. 

Python's scikit-learn library was used to model dust source susceptibility. The hyperparameters that 

have the most influence on the performance of RF were selected based on expert. The RF model 

optimization parameters included the number of trees in the forest, the number of features considered 

for the best split, the maximum tree depth, the minimum number of samples required to split an 

internal node, the minimum number of samples required at a leaf node, and the number of samples to 

draw from X to train each base estimator. The Python pyMetaheuristic library was used to implement 

the TLBO and SPBO optimizers. The optimizers were utilized to minimize the objective function of 

RMSE value in 1000 iterations and 100 population size. The results indicate that both algorithms 

performed similarly in minimizing the objective function. However, TLBO tuned RF with a lower 

number of base estimators and lower maximum depth values, making RF a simpler model that can be 

trained and applied more easily and requires less disk space. 

It is important to note that metaheuristic methods have been found to perform differently across 

various applications. While one method may excel in a particular issue, it may underperform in others. 

Despite TLBO's similarity to other metaheuristic techniques in terms of utilizing a set of solutions and 

its stochastic nature, its algorithmic inspiration is unique due to its less complex approach in tuning 

with the algorithm and other common parameters such as population size, number of iterations, and 

stopping criteria [65]. 
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Table 2 summarizes the findings of the RMSE, MAE and WI values for the RF-SPBO and RF-

TLBO models. There was no significant difference between the performance of RF-SPBO and RF-

TLBO. However, the weakest performance with RMSE of 0.208, MAE of 0.156, and WI of 0.749 are 

related to RF-SPBO for modeling susceptibility of 2008 – 2012 period. In contrast, the most precise 

performance belongs to RF-TLBO (2000−2004) where RMSE is 0.193, MAE is 0.145, and WI is 

0.767. Hence, we utilized the RF-TLBO model for further analysis and creating susceptible maps. 

Table 2. Validation of RF model with RMSE and MAE 

 
RF-SPBO RF-TLBO 

RMSE MAE WI RMSE MAE WI 

2000−2004 0.195 0.147 0.772 0.193 0.145 0.767 

2005−2007 0.196 0.150 0.739 0.194 0.145 0.753 

2008−2012 0.208 0.156 0.749 0.208 0.153 0.756 

2013−2020 0.182 0.140 0.769 0.181 0.140 0.768 

 

The importance of modeling features was evaluated using the Gini index (Table 3). The calculated 

importance weights varied across the four study periods. However, in both wet and dry periods, NDVI 

was the most significant influential factor, followed by elevation, wind speed, and soil texture. On 

average, approximately 80% of the total importance weights were attributed to NDVI (0.371), 

elevation (0.203), wind speed (0.144), and soil texture (0.113), respectively. 

Table 3. Evaluating the importance of modeling features by Gini index 
Wind 

speed 
Elevation 

Slope 

angle 

Slope 

aspect 

Plan 

curvature 

Profile 

curvature 

Soil 

texture 
NDVI 

2000−2004 0.118 0.238 0.064 0.063 0.045 0.044 0.094 0.334 

2005−2007 0.147 0.208 0.049 0.043 0.031 0.033 0.118 0.371 

2008−2012 0.128 0.175 0.050 0.044 0.031 0.033 0.119 0.420 

2013−2020 0.183 0.190 0.051 0.040 0.029 0.027 0.121 0.358 

 

The RF-TLBO model was used to map dust source susceptibility in four wet and dry periods across 

the entire study area (Figure 4).  Although we used HDS records with hazardous levels ranging from 

0.2 to 1 (very low to very high), the results show that no location was identified as susceptible to the 

formation of very high hazardous HDS. This observation may be due to the limited number of samples 

with a very high hazardous level, resulting in imbalanced data. Imbalanced datasets pose a primary 

concern as predictive models may become biased towards majority target values, leading to poor 

performance on less frequent samples, which are often of greater interest [14]. However, ensemble 

methods such as RF can improve predictive ability towards under-represented values, which in turn 

affects the predictive ability of models concerning the average behavior of the data [38]. Therefore, it 

is also possible that the selected influential factors on dust source generation did not fully explain the 

behavior of HDSs with a very high hazardous level. 

Although dust susceptibility in TEB is not limited to considered periods and also depends on other 

Earth system frameworks, including climate oscillations [1, 32], landscape dynamics [28], 

atmosphere-ocean interaction [55], and droughts [12], this study emphasized the high importance of 

considering wet and dry periods in the formation of hazardous dust sources. According to Figure 4, the 

modeling results for wet and dry periods in the TEB differed and there were more areas susceptible to 

the formation of moderate and high hazardous dust sources during dry periods. From 2000 to 2004, 

21.52% of the TEB was susceptible to very low hazardous HDS, 24.33% was susceptible to low 

hazardous HDS, 5.66% was susceptible to moderate hazardous HDS, and 0.11% was susceptible to 

high hazardous HDS. The similar proportions in 2005-2007 were 27.37%, 28.65%, 3.29%, and 0.01%, 

in 2008-2012 were 30.96%, 21.67%, 7.09%, and 0.03%, and in 2013-2020 were 32.80%, 25.83%, 

1.83%, and 0.00%. Additionally, the northern areas of Lake Tharthar were susceptible to the formation 

of moderate to high hazardous dust sources during dry periods, while the same areas were susceptible 

to the formation of low hazardous dust sources during wet periods. 
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Fig. 4. Hazardous dust source susceptibility maps by RF-TLBO. a) 2000 – 2004, b) 2005−2007, c) 2008 – 2012, 

and d) 2013 – 2021. 

To identify the main areas that were susceptible to hazardous HDS from 2000 to 2020, we created 

an average susceptibility map of hazardous HDS in the TEB by combining the four maps. We then 

aggregated this map with a cell factor of 10 and identified areas prone to the formation of moderate to 

high hazardous HDS (Figure 5). As shown in Figure 5, these areas were primarily situated near water 

bodies or marshes water bodies and seasonal marshes including Haditha Dam Lake, Tharthar Lake, 

Habbaniyah Lake, Hammar Lake, and Hammar Marsh. It indicates that the proximity of water bodies 

and marshes can create potential sources of severe dusts due to fluctuating water regimes. 

Fluctuating water regimes, which can result from natural climatic variations or direct human 

intervention, significantly impact the exposure of fragile substrate materials. These materials are often 

found in areas with variable water levels and can become increasingly vulnerable when subjected to 

changes in their environment [20]. Climatic variations, such as droughts or heavy rainfall, can 

significantly affect water levels in these areas, which can lead to the exposure of substrate materials. 

Additionally, human activities, such as dam construction, irrigation, and other forms of water 

management, can also contribute to these fluctuations in water regimes [18]. 

When exposed, substrate materials are vulnerable to erosion by strong winds. These winds, capable 

of reaching high speeds, can lift large amounts of particulate matter from the substrate materials into 

the air. This process is a significant contributor to the formation of dust storms and is particularly 
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relevant in the TEB [18], the Middle East where water availability is shifting [9], and globally 

distributed 'playas' that contribute to approximately 34% of global dust emissions [68]. 

 
Fig. 5. Identified susceptible areas to hazardous dust sources from 2000 to 2020 

The susceptibility maps created in TEB were compared to those in previous studies [11, 40]. The 

primary distinction between this study and prior research is the utilization of the hazardous level of 

dust sources in modeling to pinpoint regions that produce severe dust storms. Previous studies have 

often modeled susceptibility based solely on the frequency of dust source, without taking into account 

the severity of the resulting dust storm. It is important to consider both factors when assessing 

susceptibility to dust storms. However, following Naghibi et al. (2024) consideration of wet and dry 

periods for dust source susceptibility mapping in TEB, we identified higher susceptibilities near water 

bodies and marshlands. Similarly to Darvishi Boloorani et al. (2022), we found no significant 

susceptibility to dust sources in the northern and northeastern parts of Iraq and Turkey. However, there 

were differences in predicted susceptibility in southern and western parts of Iraq, where we observed 

susceptible areas to the formation of very low hazardous HDS. These inconsistencies in susceptibility 

maps may be due to the different predictive models applied and their configurations. 
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Conclusion 
Dust storms are a significant form of air pollution that pose serious threats to both the environment 

and human health. They can lead to reduced air quality, visibility impairment, and adverse respiratory 

health outcomes. Therefore, it is of paramount importance to understand the mechanisms underlying 

dust generation. Modeling the susceptibility of hazardous dust sources is a critical step towards 

achieving this goal. This task involves identifying and characterizing areas with a high propensity for 

dust emission. However, the dynamic nature of dust activities presents a challenge, as they can vary 

significantly between wet and dry periods. Despite this challenge, few studies have considered the 

temporal variability of dust source susceptibility, leaving a gap in our understanding of dust storm 

generation and propagation. Our study aimed to map the susceptibility of hazardous dust sources in the 

TEB during wet and dry periods using the RF model. Although the performance of the RF model can 

be significantly influenced by its hyperparameters, there is limited literature on the optimization of 

these models for dust source susceptibility mapping. Our study thus contributed to this emerging field 

through fine-tuning the RF using TLBO and SPBO optimizers. 

The study found that the RF-SPBO and RF-TLBO had statistically indistinguishable performance, 

indicating that both optimization algorithms are equally effective in tuning the RF model for dust 
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source susceptibility mapping. Notably, the TLBO algorithm produced a simpler RF model by tuning 

it with fewer base estimators and depths. Simpler models are often more interpretable and 

computationally efficient, without compromising predictive accuracy. The susceptibility maps 

generated by the RF-TLBO model revealed areas prone to hazardous dust sources during dry periods. 

Higher susceptibilities of dust formation were observed near water bodies and marshlands, 

emphasizing the crucial role of fluctuating water regimes in the generation of hazardous dust sources. 

The drying and wetting cycles of these areas can release significant amounts of dust into the 

atmosphere. Additionally, the Gini index analysis revealed that NDVI, wind speed, elevation, and soil 

texture are the most influential factors in dust generation. NDVI can indicate land cover conditions 

that are inversely related to dust emission potential. Dust emission is directly driven by wind speed, 

while elevation and soil texture can affect the spatial distribution of dust sources. These findings offer 

valuable insights into the environmental factors that control dust emission. This study can aid in the 

development of more effective strategies for predicting and mitigating dust storms. 
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Appendices 

Parameters calculated to optimize RF 
 By SPBO By TLBO 

2
0
0
0
−

2
0
0
4
 

n_estimators 96 n_estimators 35 

max_features 4 max_features 4 

max_depth 68 max_depth 74 

min_samples_split 9 min_samples_split 4 

min_samples_leaf 3 min_samples_leaf 3 

max_samples 0.518 max_samples 0.905 

Minimized objective function value  0.195 Minimized objective function value 0.193 

2
0
0
5
−

2
0
0
7
 

n_estimators 40 n_estimators 28 

max_features 2 max_features 3 

max_depth 52 max_depth 10 

min_samples_split 2 min_samples_split 2 

min_samples_leaf 6 min_samples_leaf 1 

max_samples 0.794 max_samples 0.741 

Minimized objective function value 0.196 Minimized objective function value 0.194 

2
0
0
8
−

2
0
1
2
 

n_estimators 117 n_estimators 136 

max_features 2 max_features 3 

max_depth 145 max_depth 118 

min_samples_split 6 min_samples_split 5 

min_samples_leaf 5 min_samples_leaf 9 

max_samples 0.333 max_samples 0.899 

Minimized objective function value 0.208 Minimized objective function value 0.208 

2
0
1
3
−

2
0
2
0

 

n_estimators 87 n_estimators 85 

max_features 3 max_features 3 

max_depth 117 max_depth 80 

min_samples_split 5 min_samples_split 6 

min_samples_leaf 8 min_samples_leaf 5 

max_samples 0.825 max_samples 0.580 

Minimized objective function value 0.182 Minimized objective function value 0.181 

The number of trees in the forest (n_estimators), the number of features considered for the best split (max_features), the 

maximum tree depth (max_depth), the minimum number of samples required to split an internal node (min_samples_split), 

the minimum number of samples required at a leaf node (min_samples_leaf), and the number of samples to draw from X to 

train each base estimator (max_samples) 

 


